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Abstract

Bent and Bradlow (2003) first discovered evidence for an interlanguage speech intelligibility benefit, essentially non-native listeners finding similar-L1 non-native speech equally or more intelligible than native speech. We have refined their method by using 14 speakers from 7 languages (English, Chinese, Hindi, Japanese, Korean, Russian, and Vietnamese) and using reaction time (RT) to accented speech as a more sensitive measure of intelligibility than transcription tasks. Non-native participants (15 Japanese, 9 Chinese, and 6 Vietnamese) had significantly faster RTs to same-accent speakers than to other L2 speakers. L1 English participants had faster RTs to L1 English speakers than to L2 speakers.

Index Terms: reaction time, interlanguage speech intelligibility benefit, English, Japanese, Chinese, Vietnamese, L2 speech

1. Introduction

Bent and Bradlow [1] did an intelligibility study using noise-embedded spoken data from 1 native English speaker, 2 Chinese speakers of English, and 2 Korean speakers of English. The listeners who transcribed the spoken data were from a variety of first-language backgrounds: monolingual English (n=21), Chinese (n=21), Korean (n=10), and other (n=12) – where “other” meant one of Bulgarian, Dutch, French/Douala, German, Greek, Hindi, Japanese, Serbian, Spanish, or Tamil. The following two findings were especially interesting: (i) non-native listeners found high-proficiency non-native speakers of the same L1 equally as intelligible as they did native speakers, something they called the “matched interlanguage speech intelligibility benefit”, and (ii) even when listeners were not of the same L1 as the speakers, they found high-proficiency non-native speakers equally as intelligible as they did native speakers, something they called the “mismatched interlanguage speech intelligibility benefit.”

Stibbard and Lee’s [2] replication of [1] did not show results that supported [1]; one of their findings, for example, was that native speakers were not more intelligible than non-native speakers even to their fellow native listeners. Some procedures in [2] were different from that of [1], though, making it more difficult to directly compare the results. For example, presentation of stimuli was randomised in [2], eliminating a possible familiarity effect in [1], and the sentences in [2] were not embedded in noise (although no ceiling effect occurred).

Xie and Fowler [3] investigated the intelligibility of native and Mandarin-accented English speech for native English and native Mandarin listeners, specifically at the acoustics of stop voicing. They also made a distinction between interlanguage speech intelligibility benefit for listeners and that for speakers.

One drawback, however, of both [1] and [2] is that they each used only five speakers: one native speaker of English and two non-native speakers from each of the respective languages studied (Chinese and Korean in [1] and Saudi and Korean in [2]). And in [3], only one native English speaker and one Mandarin speaker were used. Thus, as pointed out in [2], results could have been greatly affected by idiosyncrasies of the speakers’ speech rather than a given foreign accent in general. The same limitation is true of a study by Chen [4], who investigated 29 native and non-native listeners’ perceptual judgements of the intelligibility of Chinese-accented speech. She had one Cantonese speaker from HK and one Mandarin speaker from Taiwan, although the listeners were from various language backgrounds.

On a dictation task measuring intelligibility, all groups scored higher for the Mandarin accent than for the Cantonese accent, except for Cantonese listeners. This suggests a benefit for listeners listening to speech produced with their own accent.

All four of the studies discussed above used a dictation task to measure intelligibility. Using a more sensitive measurement such as reaction time (RT) can improve the sensitivity of an intelligibility test [5]. Measurements of RT have been used in speech intelligibility tests for over 50 years [6], and speech spoken with a foreign accent is indeed less intelligible (i.e., people take longer to react to it – meaning RTs are longer) than native speaker speech, at least to a native listener [7].

Studies have found that listeners could transcribe utterances perfectly, even though they rated the speakers as heavily accented, indicating that accent does not necessarily result in reduced intelligibility [8], even though it could still increase RT. Although RTs to foreign-accented speech are initially slower than to native speech, it has been shown that listeners can very quickly adapt (in as few as 2–4 utterances) [7]. In that study, native (Tucson, AZ) English speakers’ RTs were measured as they listened to the speech of (i) a native speaker of English, (ii) a non-native Spanish-accented speaker of English, and (iii) a non-native Chinese-accented speaker of English. Results showed that RT to non-native speech was slower than RT to native speech, but that the difference diminishes within 1 minute of exposure.

RT is also slower when listening to a dialect of one’s native language (L1) that is different from one’s own dialect [9]. Native French listeners’ RTs to various dialects of French were measured, and they found a significant cost to listening to a different dialect of one’s L1 – a 30 ms delay in word identification. Unlike [7], they used multiple speakers for each of the dialects of the L1. In a follow-up study [10], it was found that accent changes cause a temporary perturbation in RTs and that this delay in word identification does not disappear after repeated exposure to the same accent.

In this research, we tested for the interlanguage speech intelligibility benefit reported in past research [1], but we used a total of 14 speakers of 7 languages, 30 listeners, and used arguably a more sensitive measurement of intelligibility: the RT of participants identifying one of two images on the screen – the image corresponding to the audio prompt.
2. Method

2.1. Participants

Thirty-five participants took part in the RT experiment (26 male, 9 female), including 5 native English speakers, 15 native Japanese speakers, 9 native Mandarin Chinese speakers and 6 native Vietnamese speakers. In the English L1 group, there were 3 Canadians, 1 American, and 1 New Zealander. In the Japanese L1 group, there were 2 graduate students and 13 undergraduate students. In the Chinese and Vietnamese groups, all participants were either graduate students or working full time. All L2 participants had studied English for at least 7 years, although to different proficiency levels. Most of them (27 out of 30) had taken the TOEIC English proficiency test in the last 2 years, with scores ranging widely from 265 to 960. All participants were right-handed, except one Mandarin Chinese speaker.

2.2. Stimuli

Eight pairs of words were selected as stimuli, and each word in a pair shared similarities. Table 1 shows the list of stimuli, all of them nouns. The first number is the frequency ranking in the Corpus of Contemporary American English (CCAE) [11], where 1 = the most frequent word in American English, and the column with a two-digit code shows the approximate grade (Gr) that the word is learned in public Japanese schools (J = Junior High; S = Senior High). Note that both words in a given pair were approximately balanced in frequency, and all were common English words.

<table>
<thead>
<tr>
<th>Pair No.</th>
<th>Word</th>
<th>CCAE</th>
<th>Gr</th>
<th>Word</th>
<th>CCAE</th>
<th>Gr</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>food</td>
<td>367</td>
<td>J2</td>
<td>foot</td>
<td>381</td>
<td>J2</td>
</tr>
<tr>
<td>2</td>
<td>glass</td>
<td>823</td>
<td>J1</td>
<td>gas</td>
<td>1026</td>
<td>J3</td>
</tr>
<tr>
<td>3</td>
<td>nose</td>
<td>1748</td>
<td>J2</td>
<td>snow</td>
<td>1795</td>
<td>J2</td>
</tr>
<tr>
<td>4</td>
<td>shape</td>
<td>1273</td>
<td>S1</td>
<td>shoe</td>
<td>1430</td>
<td>J2</td>
</tr>
<tr>
<td>5</td>
<td>cat</td>
<td>1788</td>
<td>J1</td>
<td>hat</td>
<td>2033</td>
<td>J2</td>
</tr>
<tr>
<td>6</td>
<td>flight</td>
<td>1302</td>
<td>J3</td>
<td>fight</td>
<td>1573</td>
<td>J3</td>
</tr>
<tr>
<td>7</td>
<td>lake</td>
<td>2204</td>
<td>J2</td>
<td>cake</td>
<td>2563</td>
<td>J1</td>
</tr>
<tr>
<td>8</td>
<td>wall</td>
<td>572</td>
<td>J1</td>
<td>ball</td>
<td>915</td>
<td>J2</td>
</tr>
</tbody>
</table>

Combinations of simultaneous visual and audio prompts were used to present the stimuli. Eight image pairs were created, with the left words in Table 1 on the left and the right words on the right (e.g. in Image 1, a picture of food on the left and foot on the right). All 16 stimuli were inserted into the carrier sentence “The picture you should choose is ____.” and they were read and recorded by 14 speakers from a light-type soundproof booth [12]. The 14 speakers were all University of Aizu professors; 2 speakers from each of 7 different countries (Canada, China, India, Japan, Korea, Russia, Vietnam).

A total of 224 audio-visual stimuli (8 image pairs × 2 words per pair × 14 speakers) were created, and then divided into 2 blocks. In Block 1, 1 randomly-chosen word from each pair was read by 1 randomly-chosen speaker from each of the 7 countries. In Block 2, the other word from the same pair was read by the other speaker from each of the 7 countries.

So, each block contained 112 stimuli and each participant (listener) was asked to listen to one of the blocks. For every participant from a given L1, we alternated the choice of block, so the first Japanese participant did block 1, the second block 2, the third block 1, etc.

2.3. Data collection

Before doing the RT experiment, participants filled out a questionnaire asking about handedness, English learning experience, standardized test scores, etc. All participants were offered money to participate, but a few of them refused to be paid. The experiment was conducted in the same soundproof booth as the stimuli were recorded in, ensuring a quiet environment.

Before starting the actual experiment, each participant had brief training. In the training session, participants were requested to respond as quickly as possible to 3 pairs of stimuli, which had the same kind of combination of picture and sound (but were different words from the ones used in the actual experiment). The training stimuli were all spoken by a Colombian speaker of Spanish, and his voice was not used outside of training. Participants adjusted the volume of the sound in their headphones to a comfortable level.

The input device used was an Xbox 360° controller joystick, and participants had to press the left or right button with their left or right index finger, as soon as they determined which picture matched the word they heard. The order of stimuli presentation was randomised by E-Prime 2 software running on an HP EliteBook 8570w laptop computer. As RT was measured from the beginning of the target word (the last word of the sentence) and the longest sound file was about 4.4 seconds, we allowed the images to be displayed after the audio prompt had stopped until a response was given, or until a response deadline of 8 seconds was reached.

2.4. Data analysis

We first analyzed the RT data generated by E-Prime 2 and found that participants had answered incorrectly in 7.2% of trials. All such trials were eliminated from further analysis. No single participant had an overall error rate greater than 20%. Responses from five individual stimuli were excluded from analysis due to error rates greater than 40% across all participants. Four of these stimuli were of non-native English speakers saying “food” (two Chinese speakers: 94% and 69% error rates; one Japanese speaker: 50%; and one Vietnamese speaker: 58%). The remaining stimulus was of a non-native speaker of Russian saying “foot” (63%). “Food” and “foot” have vowel length and quality differences that are difficult for non-native speakers, both in production and perception, possibly causing high error rates.

Also, responses were excluded that were more than 3 times the median average deviation (MAD) from the median RT, calculated separately for each listener. MAD was used rather than SD since it is less influenced by outliers, following [13]. Following [14], we calculated MAD per listener, rather than over the entire data set, since RTs had a large inter-speaker variation. A total of 502 out of 3920 responses were excluded (12.8%), leaving 3418 responses for analysis. Of these 502 responses, 313 (8.0%) were excluded because of high error rates, and 189 (4.8%) were excluded because they exceeded the threshold of 3 times the MAD from the participant median.

The lme4 package [15] and the lmerTest package [16] were used in R [17] to perform a linear mixed effects analysis of the relationship between RT and the factors Participant Language (PL), Speaker Language (SL), and Language Relation (LR). Incorrect responses were omitted from the analysis. The factor LR was coded according to whether the speaker and listener spoke the same native language or not (LR has two levels: “same” or “different”). The final model had three fixed effects (PL, SL, and LR) with no interaction terms.

As random effects, intercepts were included for Word and
Participant, but we did not include random slopes. The linear mixed model fit was performed via the REML method, with rival models assessed by likelihood ratio tests, incrementally removing fixed effects. Alternate models with interaction terms added were assessed as well, using the maximum-likelihood method. To assess whether a fixed effect parameter estimate was significant, t-tests were performed using Satterthwaite approximations to degrees of freedom. Type-III F-tests were used to assess the significance of a given fixed effect.

Since speaking rate differed across speakers, and since we did not want to artificially alter any stimuli, we checked Speaker as a random effect and found that it was insignificant in an analysis of random effects (p = 1). As a result, Speaker was excluded as a random effect in the final model.

3. Results

Mean RTs categorized by native English status of speaker and listener and by language relation (LR) are summarized in Table 2. The fastest RTs were by native English participants listening to native English speakers (651 ms), and the slowest RTs were by non-native participants listening to other non-native participants who did not share the same L1 (851 ms). Linear mixed effects analysis details are given in the following paragraphs.

Table 2: Mean RTs (ms) categorized by native English status of participant & speaker, and by language relation

<table>
<thead>
<tr>
<th>Part. L1</th>
<th>Spkr L1</th>
<th>RT (ms)</th>
<th>S.E.</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engl.</td>
<td>Engl.</td>
<td>651</td>
<td>28</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>Non-Engl.</td>
<td>681</td>
<td>8.4</td>
<td>2056</td>
</tr>
<tr>
<td>Non-Engl.</td>
<td>Engl.</td>
<td>807</td>
<td>9.5</td>
<td>430</td>
</tr>
<tr>
<td></td>
<td>Non-Engl. (same)</td>
<td>811</td>
<td>17</td>
<td>430</td>
</tr>
<tr>
<td></td>
<td>Non-Engl. (diff.)</td>
<td>851</td>
<td>16</td>
<td>425</td>
</tr>
</tbody>
</table>

Significant effects on RT for speaker language, \(F(6, 3381) = 5.6, p < 0.01\), participant language, \(F(3, 31) = 8.3, p < 0.01\), and LR, \(F(1, 3381) = 5.3, p = 0.02\), were discovered. The model intercept estimate, using the condition with native English listeners and native English speakers (LR = “same”) yielded an RT of 615 ms (SE = 86, \(p < 0.01\)). A significant positive effect was found on RT when listener and speaker had different native languages (\(\hat{\beta} = 31.748, SE = 13.8, p = 0.02\)).

In addition, all participants responded more quickly to stimuli spoken by a native English speaker than to non-native speakers of Chinese (\(\hat{\beta} = 74.8, SE = 16.7, p < 0.01\)), Hindi, (\(\hat{\beta} = 49.1, SE = 16.6, p < 0.01\)), Japanese (\(\hat{\beta} = 43.4, SE = 16.9, p = 0.01\)), Korean (\(\hat{\beta} = 70.6, SE = 16.6, p < 0.01\)), and Russian (\(\hat{\beta} = 46.3, SE = 16.4, p < 0.01\)); however the RTs were not significantly slower in responses for the Vietnamese speakers (\(\hat{\beta} = 13.5, SE = 16.3, p = 0.41\)).

Mean RTs are listed by native language of speaker (columns) and participant (rows) in Table 3. In general, native English participants responded faster to all stimuli regardless of the speaker’s native language (relative to Chinese participants: \(\hat{\beta} = 286, SE = 102, p < 0.01\); and Vietnamese participants: \(\hat{\beta} = 362, SE = 110, p < 0.01\); however, there was no significant difference between the RTs of native English and native Japanese participants (\(\hat{\beta} = 13.9, SE = 94.1, p = 0.88\)).

There was no evidence of significant interactions between LR and SL, or between LR and PL (model AIC with interaction = 47854; model AIC without interaction = 47850; \(\chi^2(3) = 2.56, p = 0.46\) for both likelihood ratio tests). This indicates that RTs were faster if the listener and speaker spoke the same native language, independent of the native language.

Of the 16 stimuli used, all had mean accuracy rates higher than 90%, except for “food” and “foot”, which had rates of 71.8% and 75.1% respectively. Among correct responses, these two words also had significantly longer RTs than other words, and were the only words to have mean RTs higher than 1000 ms across all speakers. Notably, “shape” and “shoe” had relatively high RTs (958 ms and 968 ms respectively), perhaps because they were the only other pair with identical syllable onsets.

English proficiency (TOEIC test scores) were collected from non-native English speaking participants. Proficiency did not significantly lower RT; in fact, a small but significant effect was seen where proficiency correlated positively with RT (\(\hat{\beta} = 0.058, t = 3.034, p < 0.01\)). For the purposes of the linear mixed model analysis, it was decided to exclude the effect of proficiency, and instead include participant as a random intercept. The correlation between RT and proficiency is illustrated in Figure 1.

![Figure 1: RT (ms) plotted against English proficiency (TOEIC) test scores of participants](image)

4. Discussion

Using a more sensitive measure of intelligibility than transcriptions of speech in noise, we found that non-native listeners find
speech significantly more intelligible if it is produced by speakers from the same accent group rather than a different accent group (e.g., Japanese speakers find Japanese-accented English more intelligible than other-language-accented English).

Non-native listeners even find their own accent group’s L2 English more intelligible than native English, something that agrees with results found in [1]. Note that in [1], this was only found when the speaker was high proficiency, though, but the speakers we used had a great variety of degree of accent. For example, the Japanese speakers in our study are both low proficiency speakers of English, and yet Japanese listeners had faster RTs to their accented English than to native English.

All 14 speakers were professors at the same university, and all L2 participants except one were students at that university. It is certainly possible that some students recognised some voices and this may have affected the RTs. On the other hand, most of the graduate students who have a research supervisor of the same L1 speak to that professor in the L1 instead of in English. One of the Vietnamese participants was surprised to learn (after the experiment) that his research supervisor with whom he meets weekly was one of the 14 speakers. It is not so surprising, though, given the fact that that student and his supervisor converse in Vietnamese, not English, during their meetings.

Instead of simply using the target word in our audio prompts, we decided to embed those words in a carrier sentence. The reason for this is because it gives participants about 2 to 3 seconds to adapt to the speaker’s accent and it has been shown that adaptation can be done in a short time [7]. The carrier sentence may also help to minimise RT perturbations that were found in [10] when the speaker changes from trial to trial. When a student is listening to a lecture in accented English, they have ample time to adapt to the speaker’s accent, so using a carrier sentence helped to make the situation more realistic. It should be pointed out, though, that the participants’ RTs may have been affected by expectations resulting from the pronunciation of the carrier sentence. One participant, a native speaker of English, told us that he was more likely to press the joystick button sooner when the carrier sentence was spoken by another native speaker because he had more confidence that a pronunciation error would not be made.

It is somewhat surprising that Japanese participants had RTs that were not significantly different from native English participants. One possibility for this is age; the native English participants were in their 30s and 40s, except one in his mid-20s, while the Japanese participants were all undergraduates about 21 years old.

It should be unsurprising that no strong correlation was found between RTs and the English proficiency scores of the participants, because the words were specifically chosen to be very common words learned before the end of the first year of senior high school. The weak positive correlation may be due to the fact that the graduate student participants, who were older (thus subsequently slower?) than the undergraduates, had higher TOEIC scores.

5. Conclusions and future work

In conclusion, L2-English participants (Japanese, Chinese, and Vietnamese) had significantly faster RTs to same-L1 speakers’ English than to different-L1 speakers’ non-native English, a type of matched interlanguage speech intelligibility benefit [1]. Native English listeners had faster RTs when listening to native English speakers than when listening to L2 speakers of English.

In the future, we would like to see how effective it would be to train students to perceive accented speech (e.g. crosslinguistic phonetic and phonological differences). We can then measure effectiveness by comparing pre- and post-training RTs.

6. Acknowledgements

This research was supported by 2016 University of Aizu Competitive Research Funding awarded to Ian Wilson. The authors are grateful to all 15 University of Aizu professors whose voices were recorded for stimuli, and to all the participants.

7. References