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Abstract. On-chip multiprocessor can be an alternative to wide-issue
superscalar processor to exploit increasing number of transistors on a
silicon chip. Utilization of cache has more performance impact due to
its higher penalty for remote (off-chip) communication than board-level
implementation. We examine two options for better utilizing cache re-
source: (1) private data is only cached at L1 and L2 is used only for
shared data, (2) dividing cache area into L2 and remote victim cache
or just a large L2 cache. Results of execution-driven simulations showed
that the first option improved the performance up to 10%. For the sec-
ond option, four out of six benchmark programs showed that large L2 is
more effective than the combination of L2 and remote victim cache.

1 Introduction

Superscalar processor has been the mainstream of exploiting increasing number
of transistors on a silicon chip. However, the limitation of this approach has been
reported for mainly two reasons [1]. First, the increase of die area on the chip is
not justified by the performance gain since most applications have only limited
instruction level parallelism (ILP). Second, the circuit complexity of wider issue
superscalar lowers clock speed.

An alternative approach is to implement a multiprocessor on a single chip [1].
In this approach, each processor is moderately superscalar and hence it operates
at a very high clock rate. Also, processors can exploit fast on-chip communica-
tion for parallel applications. Yet another approach to exploit a large number
of transistors is to integrate main memory and processor on a chip [2]. With
this approach, memory latency is significantly reduced due to the wider on-chip
datapath and the lower signal propagation delay.

When several on-chip multiprocessors are connected by an interconnection
network, the ratio of local-remote access latency is expected to be higher than
that of traditional board-level implementation. In this paper, we examine two
design options to reduce remote misses using limited cache resource of on-chip
multiprocessor. Due to on-chip integration, local memory access speed becomes
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close to that of L2. The first option is to use L2 cache only for shared data, and
single level caching (using only L1) for private data. Higher locality of private
data access and faster on-chip memory make this option feasible. Another option
is whether or not to use remote victim cache (cache that only accommodates
remote blocks replaced from L2 cache), when the total cache area is limited.

This paper is organized as follows. In the next section, the architecture of on-
chip multiprocessor is described. In Section 3, our methodology for performance
evaluation is presented. Performance evaluation of the on-chip multiprocessor
and the effectiveness of the design options are given in Section 4. Related work
is introduced in Section 5. Some conclusions are provided in Section 6.

2 On-Chip Multiprocessor Architecture

We use Olukotun and others architecture [1] as a starting point. The semicon-
ductor technology they assumed was that of 1997. When manufactured in the
near future from now, it is expected that more transistors are available on the
silicon chip than Olukotun assumed. We assume that this extra die area to be
used for accommodating main memory on the same chip. The access time of
on-chip memory is significantly faster because it can avoid I/O delays and its
datapath width is not restricted by the pin count of the chip.
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Fig. 1. On-Chip Multiprocessor Architecture
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Fig. 1 shows the architecture of on-chip multiprocessor. There are small num-
ber of processors that are moderately superscalar (For example, there were four
2-issue processors in the estimation of [1]). Each processor has own instruction
and data L1 cache. The size of L1 cache is small and it has low degree of set-
associativity for fast access speed. The processors on the same chip share an L2
cache that has a larger size, higher degree of set-associativity and hence slower
access speed. On-chip main memory is divided into several units to avoid con-
tention, and each memory unit is associated with directory entries representing
copies of memory blocks. There is an off-chip communication interface to an
interconnection network to other chips and/or to an external memory unit.



3 Simulation Environment

For performance evaluation, we have developed an execution-driven simulator us-
ing Augmint multiprocessor toolkit [3]. Each chip has four processors as in [1]. We
consider a bus-connected medium size configuration of 32 processors (8 chips).
Each on-chip multiprocessor has the configuration in Fig. 1 with the following
assumptions: All the instruction fetches are L1 hit. The size of on-chip memory
is large enough to store all the instructions and data.

L1 cache is direct-mapped while L2 cache is 4-way set-associative. We use
a split transaction bus to connect multiple chips that are separated for request
(read request, invalidate request and acknowledge) and data. An invalidation re-
quest is broadcast to all the chips via request bus, and each chip having the copy
of the block will send acknowledgment back individually. The on-chip memory
unit is four-way interleaved. Contention at shared resources (L2 cache, memory,
off-chip interface, request/data bus) are modeled.

The system parameters that will be used in performance evaluation in Sec-
tion 4 are shown in Table 1. We use relatively small size of L2 cache for two
reasons. First, we use the default problem sizes of SPLASH2 suites which were
decided to run simulations in reasonable time [4], but practical applications are
likely to have larger problem sizes, and hence will be spilt out from the caches [5].
Second, as stated above, we assume all the instruction fetches are L1 hit. In re-
ality, however, instruction words occupy L2 cache, and they conflict with data
blocks. The clock speed of bus is five times slower than the processor. Since the
width of data bus is 16Bytes, it takes four bus cycles (20 processor clock cycles)
to transfer a L2 cache block (64Bytes).

L1 Cache Direct Mapped Latency: 1
Size: 8KB/Proc Block Size: 32B
L2 Cache 4-way Set Assoc Latency/Cycle Time: 8/4
Size: 32KB/Chip Block Size: 64B
Memory 4-way Interleaved
Latency/Cycle Time: 8/4 (Directory)
30/40 (Data)
Off-Chip I/F|Latency/Cycle Time: 10/5
Bus Cycle: 5 Data Bus Width: 16B

Table 1. System Parameters. Timing Parameters Are Represented By Processor Clock
Cycles

We use a set of parallel applications from SPLASH 2 [4] with their default
problem sizes (Table 2). The allocation of shared data to memory unit is as
follows. When a memory location is accessed by a processor for the first time,
the location is assumed to be allocated in one of the memory units in the same



chip as the processor. Within a chip, one of memory units is chosen in a round-
robin manner.

|Application|Description |Prob1em Size |
FFT 1-D fast Fourier transformation 64K complex
Radix Radix sort 256K keys
Barnes Interaction of N-bodies in 3-D space 16K bodies
Ocean Multigrid solver of ocean movement 258 x 258 grid
Volrend Rendering of 3-D volume Head
Water-N? |Forces and potentials in water molecules|512 molecules
Table 2. Benchmark Programs and their Problem Sizes

4 Performance Evaluation

In this section, we evaluate performance of the on-chip multiprocessor together
with design options for performance improvement.

4.1 Properties of Base Configuration

The speed up of the on-chip multiprocessor is shown in Fig. 2. Cache hit ratio
profile of simulation results for 8 chips (32 processors) is shown in Table 3. As
we have chosen small L2 size, its hit ratio is relatively low. The L2 hit ratio
for shared data of radix increased for larger configurations. This is because the
L2 cache size was too small for radix’s working set. As the number of chips
increased, working set was divided and it began to fit into L2 cache. However,
it still incurred a lot of inter-chip communication, especially by writebacks of
dirty remote blocks. In radix more than 20% of cache block replacements caused
remote writeback, while in barnes and water it was around 1.5% and in fft,
ocean and volrend, it was much less than 1%. This large amount of inter-chip
communication caused data bus saturations, and resulted in higher growth rate
of access latency. Fft and water showed similar speed up by 4-chip configuration.
However, fewer bus traffic of water allowed it a speed up of 92% for 4 to 8-chip
while that of fit was 77%. In ocean, only 4% of L2 misses were remote. In water,
it had high L2 hit ratio for shared data and it increased for larger configuration.
These factors resulted in good speed up of ocean and water. Relatively low speed
up of volrend was mainly due to synchronization.

In the following subsections, we consider design options to improve perfor-
mance of the on-chip multiprocessor.

4.2 Single-Level Caching of Private Data Access

It is noticed from Table 3 that hit ratio of private data access is quite high (>
98%). This higher hit rate of private access than shared access leads to an idea
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Fig. 2. Speed Up of On-Chip Multiprocessor

[Benchmark Program]|| fft |radix|barnes|ocean|volrend|water]|

L1 Overall|[94.5] 94.2 | 95.1 | 96.2 | 96.8 | 96.9
Hit (Private)|(98.0{ 99.4 | 98.9 | 99.1 | 98.4 | 98.2
Ratio (Shared)||90.6| 71.1 | 69.4 | 81.5 | 75.9 | 93.6
L2 Overall|[57.0] 55.7 | 55.05 | 49.4 | 42.3 | 62.4
Hit (Private)|(48.7| 45.3 | 50.9 | 53.1 | 38.1 | 50.4
Ratio (Shared)||59.0( 56.7 | 56.1 | 48.4 | 45.9 | 71.7
L2 Private|[22.7/ 10.1 | 21.3 | 18.4 | 49.6 | 57.8
Miss Local||65.4| 68.3 | 22.1 | 77.5 | 11.8 | 184
Location Remote||11.9] 21.6 | 56.6 | 4.1 38.6 | 23.8

Table 3. Cache Hit Profile of Benchmark Programs (8 chips/32 processors)

of using L2 cache exclusively for shared accesses. The advantage of this scheme
is higher L2 hit rate for shared access, while the disadvantage is higher L1 miss
penalty for private access. Low access speed ratio between L2 cache and on-chip
memory supports this scheme to work.

We examin four cache/memory configurations. Base configuration (both pri-
vate and shared data occupy L2) is used as a base of comparison. Other con-
figurations are, single-level caching of private data (SLCPD), separation of pri-
vate/shared memory units (Sep Mem), and combination of SLCPD and Sep
Mem. Separation of memory units for private and shared data is to see whether
or not SLCPD increases memory busy rate too much.

Fig. 3 shows the simulation result of 32-processor configuration. Among six
benchmark programs, ocean, volrend, and water- N? showed relatively large ben-
efit of SLCPD. Their performances were improved by 6 to 10%. Since with
SLCPD, private data do not occupy L2 cache, large fraction of replacements at
L2 cache could be avoided. For example, in the case of water-N?2, the number



of replacements was reduced to 26% of base configuration. Accordingly, the L2
hit ratio of shared data has increased from 71.7% to 78.7% and average ac-
cess latency was reduced from 1.98 to 1.63 clock cycles. Except ocean, memory
separation itself did not improve the performance, and even when combined
with SLCPD, we could not see difference too. The performance of fft was im-
proved slightly with SLCPD. Although SLCPD itself did not increase the busy
rate of memory unit (actually it was lowered by SLCPD), it was more effective
when combined with memory separation. Combination of memory separation
and SLCPD improved fft’s performance by 5%, while SLCPD alone did by 2%.
In radix and volrend, despite L2’s being used only for shared data, the im-
provement of L2 hit ratio of shared data was small (from 56.1% to 57.7% for
barnes, and from 56.7% to 58.3% for radix). Thus, the improvement of overall
performance was also small.
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Fig. 3. Single-Level Caching of Private Data (8 Chips)

4.3 Effectiveness of Remote Victim Cache

In CC-NUMA multiprocessors, the latency of remote data access is significantly
higher than that of local data. One way to alleviate the latency of remote access
is to add a remote cache to the memory hierarchy [5]. Moga and Dubois proposed
an augmentation to remote cache, remote victim cache: a cache memory that
only stores remote blocks replaced out from L2 cache [6].

In these past studies, board-level implementation of nodes/clusters of CC-
NUMA multiprocessor was assumed. Thus, addition of remote cache was mainly
a matter of cost. However, in the case of on-chip implementation, total amount
of cache (L2 and remote victim caches) is restricted by the die area. A question
that arises in this situation is whether we should divide die area into L2 and
remote victim cache or just use it for a large L2 cache.



We examine five cache confugrations: 32:0, 32:8, 32:16, 32:32 and 64:0, where
X : Y stands for L2 cache of size XKB/chip and remote victim cache of size
Y'KB/chip, respectively. The total cache area used should be in the order of
32:0<32:8<32:16 < 64:0 < 32:32. This is because 32:32 consumes more
area for cache tag and datapath than 64:0. If 32:16 (or 32:8) outperformed 64:0,
we could say remote victim cache can better utilize a limited cache area, vice
versa. We assume remote victim cache is 4-way set associative and its access hit
takes four clock cycles in addition to L2 latency.
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Fig. 4. Effect of L2 Cache and Remote Victim Cache Sizes

Remote victim cache did not improve the performance of fft. Only 0.1% of L2
misses hit at remote victim cache. It even increased remote accesses: remote vic-
tim cache prevents write back of modified blocks to home location, and results in
remote access (between home and owner nodes) when another processor accesses
it. In radix, remote victim cache improved the performance most significantly.
In radix, most of remote victim cache hits (> 94%) were in write mode. It saved
a large fraction of remote memory accesses in write mode. On the other hand,
high hit ratio of 64:0 mainly saved local read misses whose penalty is much lower
than remote write misses. Hence, 32:32 outperformed 64:0. In barnes, 32:32 is
advantageous for read access while 64:0 is advantageous for write (especially
private data) access. Thus, the performance of 32:32 and 64:0 were similar. As
shown in Table 3, the fraction of remote miss is quite small in ocean. Also, shared
L2 structure benefits for the nearest-neighbor communication pattern of ocean.
The nature of remote victim cache that it only accommodates remote blocks
was not beneficial for ocean. Thus, 64:0 outperformed 32:32. In volrend, remote
victim cache was effective. However, as shown in Table 3, large fraction of L2
misses were private data, which were not saved by remote victim cache. Hence,
64:0 slightly outperformed 32:32. Remote victim cache was not very effective for
water since it has high L2 hit ratio and large fraction of L2 misses are private



access. 32:32 was only better by 3% , and it was outperformed by 64:0 which
was better than base case by 6%.

5 Related Work

Olukoton and others compared a six-issue superscalar processor and a four-way
on-chip multiprocessor, for both parallel applications and multiprogramming
workload [1]. They assumed the technology of 1997, and that only L1 and L2 can
be implemented on a chip. We assumed technology of near future, and hence main
memory was also included on the same chip. Remote cache and its augmentation,
remote victim cache for CC-NUMA multiprocessor were studied in [5, 6]

6 Conclusions

In this paper, we examined design options to exploit cache resource of on-
chip multiprocessor. We evaluated the effectiveness of these options through
execution-driven simulations. Using L2 cache exclusively for shared data im-
proved three out of six benchmark programs from SPLASH2 suite up to 10%. We
also examined the effectiveness of remote victim cache. When the total amount of
cache (L2 and remote victim cache) is limited, our results showed that in five out
of six benchmark programs a large L2 cache gave similar or better performance
than the combination of L2 and remote victim cache.

Topics of further study include efficient data placement among on/off-chip
memory units and suitable cache coherence protocol and latency hiding for a
larger configuration (more than ten’s of chip).
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