g@tptive Systems Lab STA'2016 SeSSiOH 1, Dec. 19, 2016

Adaptive SoCs for

Smart Autonomous
Systems

Abderazek Ben Abdallah
University of Aizu
benab@u-aizu.ac.jp

http://www.u-aizu.ac.jp/~benab/

iz PN

THE UNIVERSITY OF AlZL

eeeeeeeeeeeeeee



Aizu University

ALY I

Japan :
Major JR Lines

~— Maijor ralil line
—— Shinkansen line

e Station with Japan
Rail Pass exchange
office

-

December 19, 2016 benab@u-aizu.ac.jp



Q'Vhat is a System-on-Chip (SoC) ?

* A system-on-chip (SoC) is
an integrated circuit (IC) that
integrates all components of
a computer or
other electronic system into a

Self-test
control

Memory
array

. o CPU § DSP
single chip.
core g
It may contain analog, digital, £
G contro

mixed-signal, and
often radio-
frequency functions. e
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@at is an Adaptive SoC (ASoC) ?

 Compute (High-performance, Real-
Time)

« Adapt (Needs to run in dynamic
environments, where physical
context, network topologies, and
workloads are always changing)

* Learn (No programming!)
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m hy now & why we should care ?
. Huge progress in IC technology

2. Emergence of 10T,
Embedded/Ubiquitous/Pervasive
applications.

3. Large bandwidth, low power
requirements.

4. Data become more knowledge intensive
(unstructured).

5. Current approaches do not efficiently deal
with such unstructured data.
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g?Where can We Use S0Cs/ASo0Cs?

»  Hundreds of cores integrated onchip | | | - = [
(HEOITHFVT LIZEHE)
— Technology scaling (3 ftTDHEL)
— 3D integration (3DE&F&)

— Many examples (Z<DEHI)
 STMicro P2012/STHORM

picoChip ol 5_
- Tilera Tile GX, Tile Pro L
« Intel Polari .

« Complex apps, strict/stringent constraints

(*E%}ﬁf-d:7jo IJ b—_:/a ?/ N rﬁ_‘i L L \ %IJ ﬁ:{J ) [NATURE, VOL 539, 10 NOVEMBER 2016]
— Massively parallel applications (57 )r—3>)

« Big-data Analysis, Pattern Recognition, Deep Learning
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SoC Design Challenges

The performance of ICs is limited by the Communication
Network rather than the Computation Logics.
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g? SoC Design Challenges

Given the huge aggregate data rates within multi-core
(>100TB/s in 2017 ITRS )), continued scaling 1s bounded
by the energy requirements of Inter-core communication
to a maximum of 1pJ/bit/mm.
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Moore’s law in FLOPS
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- | |
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g? ASL Approach 1

Scalable Packet -

Switched
Netowk-on-Chip
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m hy now & why we should care ?
1. Huge progress in IC technology

2. Immergence of 10T,
Embedded/Ubiquitous/ Pervasive
applications.




Scalable Packet-Switched
Network-on-Chip (NoC)

P aCl ket Routing module
1 East Input-port \N v-c Allocator
Tail flit Body flit Head flit | g l
Ending Carried Flit s sy, S
flit Payload information D vel s Nout
b VC2 —> ——> E-out
7_ VC3 ——> S-out
DE —>W-out
NI NI NI Router Organization
X \ Packet
N o W s |' Tailflit | Bodyfit | Headfiit |
R lcme— ] Rlcm— R owe  cwe | w
PE é l PE é l PE é l
NI / T E NI /I\ H NI l /I\ E
R E— T ——>{1—> R
o Multi-hop Communications

(1) Receive -> (2) Buffer - > (3)Transmit
Every flit @ Every Router.

>
< [ <—
o
m
EDIDE X
o
m
—
- O<——

/"

=

|
i

R =

Network-on-Chip architecture R: Router. NI: Network interface. PE: Processing Element
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Scalable Packet-Switched
Network-on-Chip (NoC)

l U0 U U 0
o0
3D- Network-on-Chip architecture
X . : :

Router addressed NM (in decimal) Footbrint reducti
Wire length reduction 00 prln reduction

Ve St /7 /"»b@

memmmm | ateral link  (Imm ~ 4mm)
mmmmm  \/ertical link (10 um ~200 pum) c= dle thlckness (0.6 mm) + inter- dle distance

December 19, 2016 benab@u-aizu.ac.jp 13



Scalable Packet-Switched
Network-on-Chip (NoC)

23
Y 10 — 11 LT - 113 4
[ I
‘00—01—02—03—
X NM

Wire length reduction

3D- Network-on-Chip architecture

Router addressed NM (in decimal) Footprint reduction

memmmm | ateral link  (Imm ~ 4mm)
mmmmmm  \/ertical link (10 um ~200 um) c = die thickness (0.6 mm) + inter-die distance

eeeeeeeeeeeeeee
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Scalable Packet Switched
Communication Network

14 hops 13 12 11 10 8
N N N N N N N
T
| | | | | | | )7
| 60 — 61 —— 62 —— 63 —— 64 —— 65 —— 66 — 67
| | | | | | | | )6
| 50 — 51 —— 52 —— 53 — 54 —— 55 — 56 —— 57
| | | | | | | | )5
40 —— 41 —— 42 —— 43 —— 44 —— 45 — 46 —— 47
| | | | | | | | )a
30 — 31 — 32 —— 33 — 34 — 35 — 36 — 37
3

| | | | | | | |
Y w0ttt 11— 17

| | | | | | | | )1
(oo o1 o2 o3 Lo o5 - o6 o7

20 — 21 — 22 — 23 — 24 — 25 — 26 — 27
|2

NM Router addressed NM (in decimal)

Diameter reduction

The number of hops that a flit traverses in

the longest possible minimal path |I»
between a (source, destination) pair.

1 2

h
Epackel = I’IZ Ehop,j
=

3
3D- Network-on-Chip architecture

Packet energy reduction
n =the number of flits, h=the number of hops

E

hop

=F

switch

+E

wire
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Scalable Packet Switched
Communication Network

14 hops 13 11 10 9 8
N TN N N N N N
70 — 71 — 72 — 713 — 74 — 75 — 76 — 77 |

2]
o

61

[
- 62

63

. 52

| 50 — 51

53

|
1 42

40 — 41

43

- 32

30 — 31

33

| | | | )7
- 64 —— 65 — 66 — 67
| | | | )6
. 54 —— 55 — 56 — 57
| | | |
- a4 —— 45 — 46 — a7 >
| | | | )4
. 34 — 35 —1 36 — 37
3

20 — 21

- 22

23

24 — 25 — 26 — 27
|2

Yo a0 b1 — 1! 13 14 — 15 — 16 — 17
o L )
00 — o1 . 02 | 03 - 04 — 05 — 06 — 07 |
X
NM Router addressed NM (in decimal)

Diameter reduction

The number of hops that a flit traverses in |I»

the longest possible minimal path
between a (source, destination) pair.

9 hops

i
&

T

M W
",
1 2 3

A

& P

3D- Network-on-Chip archite_:cture
Packet latency reduction

R Vs Sy

MRy g Ry T

A-" AE.

FRE e Y,

s e s ver /M

6

L.,

Lp - Lsender + Ltranspor

* L receiver

7

Tightly dependent on the latency overhead of each hop
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Scalable Packet Switched
Communication Network

Robust Soft-Hard Fault ToIerantApproach

sw_grant (7)

[ switch_req (7
e (,, . | switch req @)
0 v+ Ll |
/ yosdr 0’1 IREE Ftport req 35) | @
/ P lqm |
43 14
L= . tall_sent (7)
LRR

H we Fp | | |t
: M-——(*” -
— Cronh
| data_be W ¢ x

data_in S 181)
! L e 14 Tad Sert
|4l Ipet_port ‘,.,‘.‘4‘“.",“"‘, il !
| data_in N (6T} | | 1 |

/{: | e aml

{mnum"*‘*“

j/f majli—il i
\nn_-_umli

-

S

ata i O (8)) 4] MpRE part stop_eut (7)

N

Lstop in 21
Fault link — Mabdditlon node
Source node @
> T e 1 T Cur're’ht'hOd‘e”"”'”'y:ﬁ':]”"N‘e'x‘t'hod'e' """""

Current out-port - Next out-port

Look-Ahead-Fault-Tolerant example -

1- The current out-port is read from the flit and the next-node address is computed
2- The three possible directions are calculated: North, East, and Up

3- Verify the link status of the three directions, and eliminate the faulty path: East
4- Calculating the diversity value and select the highest one:

North=3 (North, east, and up); Up=2 (North and east)




Scalable Packet Switched
Communication Network

Robust Soft-Hard Fault Tolerant Approach

——————————— —
| __ _localinputport _ | pa Switch Allocator
) _ Nohmputpor __
Locakin well D] __ _estioputoot __ | "
sw_cntr
North-in f—uﬁ: : : . Southlnputport /
West Input-port
East-in | Mesthn L _ 1
| (] Up Input-port *
| _vomwpon__ "7
South-in — ] {15 Down Input-port Cald tocal-otit
| |>| | 7x7 Crossbar
West-in —}—‘D—I‘ | | LAFT Sw_req North-out
|| Routing cntrl |
Up-in———44— | ——> East-out
" (="l I e 1 | Data_Buff2Crss
Down-in | I Input buffer 1 J South-out
e ————
| |15 Faulty_ -_ "!'1 Faulty_Cross P West-out
_: 3 RAB cntrl ' = é —> Up-out
2 | 9
| Deadlock || Fault |— & 2 BloD Down-out
| manager || manager B 3 -
i 2
|| VN E> |
b |
Traffic Prediction —i Crss_link status
Link-faults-in-| Link status Unit
Link-faults-out
Fault-control-module

Look-Ahead-Fault-Tolerant example |
1- The current out-port is read from the flit and the next-node address
2- The three possible directions are calculated: North, East, and Up
3- Verify the link status of the three directions, and eliminate the faulty path: East
4- Calculating the diversity value and select the highest one:
North=3 (North, east, and up); Up=2 (North and east)

Fault link

Source node

- Current node

Current out-port

is computed

=

N
—

Wabdditton node

- Nextnode

Next out-port
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3D-FETO: Fault Tolerant

Highly-reliable 3D-NoC

Table 1: Simulation configurations.

Parameter/System I Value
Matrix ER 4B
Transpose 4xdwd
Uniform 4344
; Hotspot 10% 4x4xd
Network Size (7 x y % x) I—SII,)264 3d w3
VEOD Ixixd
MWD Iw2w2
PIF Ix2wl
Matrix 10
Node’s Delivered Packets Transpose 10
per transmission session Uniform 123
Hotspot 10% 128
H264 2,400
Network’s Deliverad Packets VEROD 3,494
per trangmission session MWD 1,120
PIP 512
. o Hotapot 10% 10 flitz + 10% for hotspot nodes
Packet’s Size Others 10 flits
Flitz Size 44 hits
Header Size 14 bits
Payload Bit Baszeline, 3D-FTO 30 b%ts
Soft Error Tolerance, 3D-FETO 18 bits
Parity Bt Bazeline, 3D-FTO 0 bits
Soft Error Tolerance, 3D-FETO 12 bits
Buffer Depth 4
Switching Wormhole-like
Flow-control Stop-Go
Eouting LAFT

Table 3: Successful arrival-rate comparison results for a 5x5%4 system configuration under Transpose traffic.

[ Algorithm /Fault-rate | 1% | 5% | 10% | 15% | 20% |
XYZ 8% | 46% | 31% | 14% | 11%
Hybrid XYZ 09% | 68% | 42% | 25% | 20%
8 RW 03% | 82% | 62% | 44% | 36%
OddEven 97% | 84% | 33% | 42% | 32%
Hybrid-Odd Even 90% | 929 | 77% | 62% | 53%
AN-FIRST 06% | 86% | G8% | 50% | 37%
4NP FIRST 100% | 97% | 89% | 75% | 63%
T ARTAOARTS EATALEA NEATALA RATAT2A (a1 12 QAT

[3DFETO [ 100% | 100% | 100% | 99% | 98% |

Average Latency (cycles/packet)

Average Latency (cycles/packet)

250

200

150

100

50

T T T T T T T T
Baseline LAFT-0ASIS (221 14 - Baseline LAFT-0ASIS E227 -
3D-FTO E3 E 3D-FTO €3
Soft Error Tolerant OASIS 2223 |2 12 Soft Error Tolerant OASIS -
3D-FETO T |4 3D-FETO
% 1D mrsirsananinssnnendenrssasnssnerons|
.......... 2
.......... 5 5
5
= 4
[
.......... s
i 2
o % . @ 0 o % 2
s Ty B s Ty B
Probability of injected errors (%) Probability of injected errors (%)
(a) H.264 encoder (b) VOPD
T T T T 35 T T T T
Baseline LAFT-0ASIS Baseline LAFT-0ASIS EE23
. ID-FTOC3 | § 20 3D-FTO ——3 -
Soft Error Tolerant OA —] é Soft Error Tolerant OASIS
£ 5 3D-FETO 3 -
- @ : :
= i ‘
Ko
I &
s 15
L 5
@ 10
s
= 1)
z 5
o z - & o o 7 < @
4 % % % 4 % % %
Probability of injected errors (%) Probability of injected errors (%)

(c) MWD

() PIP

Figure 10: Average packet latency evaluation of the realistic benchmarks.
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Chip Implementation

Input_port
TSV Area Down
Input_port
Input_port East
South
Crossbar
Input_port
Input_port North
West
Input_port
Input_port Local
e Switch
' =1, ; s b - : allocator
OASIS-3DFTRV1 (Right) and OASIS-3DRV1 (left) Test-Chip Layouts
= Technology: 45nm CMOS Process
= Chip Size: 2.205X2.220 (micron)
= Frequency: 0.91 GHZ Confirmed
=  Supply voltage: 1.1V
= Power Dissipation: 222.387 uW
= Number of Pins: 557
Khanh N. Dang, Michael Meyer, Yuichi Okuyama, Abderazek Ben Abdallah, "Reliability Assessment and Quantitative Evaluation of Soft-Error Resilient 3D NoC System”, Prof. of the 25th-IEEE Asian Test Symposium (ATS’16), November 21-24, 2016

Abderazek Ben Abdallah, Mitsuhiro Nakamura, Akram Ben Ahmed, Michael Meyer, Yuichi Okuyama, “Fault-tolerant Router for Highly-reliable Many-core 3D-NoC Systems”, Proc. of the 3rd International Scientific Conference on Engineering and
Applied Sciences (ISCEAS 2015), July 29-31, 2015.
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Q ASL Approach 11

Hybrid Electro-
Photonic NoC
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g?\/v hy now & why we should care ?

3. Large bandwidth, low power
requirements




The Concept

F Replace wires Wlth\_
wavegwdes and

eeeeeeeeeeeeeee



Q On-Chip Optical Networking

lllllllllllllllllllllﬁ mmm p— .
board to board :

Fiber Ribbon

Photonic Communication.
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PE PE

N

o riz: W )
R
R

!

—o———

PE ﬁkl PE
|

f N

-
= m

-

e oe——

,%

P
e~ ) e

|
;
) &

R — —

| &)

oy

T,

On-chip Electronic Communication

RX RX RX RX

X X X X X RX

Buffer, receive and re-transmit at every switch
Off chip is pin-limited
Large power/energy

gHybrid Photo-Electronic NoC

| (1) Reserve the
. ¢  Photonic Path

- (2) ACK
I
I o, (3) Transmit Data on
o the Photonic

Medium

T OptcalRourer (OR
fig on ©R)

(4) Release the Path

[EER YU ——— Coppes Based Bl Lk CBEL)

On-Chip Photonic Communication

o o o d o
™™o o 1o o o] **

* Modulate/receive ultra-high
bandwidth data stream once per
communication.

* Switch routes entire multi-wavelength
* Low power switch fabric, scalable

December 19, 2016
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Hybrid Photo-Electronic NoC

Micro-ring Fault Resilient Architecture
(a)

(b)

_ Optical Data Te/Fram

Metwark

[ Od |
funi

TIA
Lm_l

Seri

Dese

Cantrol Packet To/From v vy 1

2oE2IU| HIOMIZN

Wetwork

(a) 3x3 Mesh-based §§)stem, (b) 5x5 non-blocking photonic switch, (c) Unified Title.

+—p Bidirectional silicon waveguides
PS: 5x5 Photonic Switch

—_— Metallic wires
ER: 5x5 Electronic Router
» Control signal

Seri: Serializer

Dese: Deserializer

Driv: Driver

TIA:  Trans-impedance Amplifier

December 19, 2016
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Hybrid Photo-Electronic NoC

Electronic Layer

TSV

Optical Layers
P ¥ Electronic router

2D, 3D System Configuration.

December 19, 2016 benab@u-aizu.ac.jp
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Process & Run-time Thermal
Variation

L L

T A vV
@ @ Wavelengths are modulated @ @
and detected properly.

MR, MR, PrOPErY MR, MR,

5O
MR; MR, MR; MR,
MR1 is permanently Off

‘/L due to process variation. \A(
® yy vV
MR; MR, MR; MR,
Modulators Detectors

Rings’ resonance Shifted
‘/L \A by A, due to temperature variation. \/L
A A

Photonic Link affected by process and temperature variations.
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E?Hybrid Photo-Electronic NoC

130 Fig. 20 Perpendicular Redundant MRs

1130 C.“" :;‘ \ :"

|

Fig. 19 Parallel Redundant MRs Fig. 21 Wavelength Spac;ing

LOSSF(JH?E‘J“ = LDSS;,EM' X Nﬁ?é‘fm’ + Lﬂj‘scrmﬁ X N{'msy + L'DSSMRHFF bt h'rf'lrs'f{.g;;-p + LQSSMR”;_- X NMH”;_-

Dfmﬂmmw = fo{?gmﬂm X Npend + Dfm:"f{'ma‘_ﬁ X Neross + DEI}”HMR”F,;- X h'rMHnFF T DE}EIHMRH;; X NMHW_-

...Area......|. .. Power .. .| .
(um?) C (uw)
] | PHENIC 18130 ©210
Baseline 28306 311
[oasis] :

—
-35% C-32%

PHENIC'’s electronic controller layout in 45 nm
process

Model of a 5 Port FTTDOR Switch and a Wavelength Shifting Controller
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gHybrid Photo-Electronic NoC

2500

—— PHEMIC1E

#=— FT-PHEMIC1G

Xieng16

—&— PHENICAS

o FT-PHEMIZG4

£ Xiengt4
—i— PHEMICZ256
—#—— FT-PHENICZ253
—E&— Xiang2h6

e
: -
15 i

Injection Ratz(% of Faulty MRs)

Fig. 10 Latency results of 2ach system as fanlts are introduced.,
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g? ASL Approach 111

Adaptive Neurochip
for Spiking Neural
Networks

Mimicking the Structure of the Human Brain.
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ASL Approach
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g?VVhy now & why we should care ?

4. Data become more knowledge
intensive (unstructured).

5. Current approaches do not efficiently
deal with such unstructured data.
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g Brief History of Neural Networks

Hidden

Input . . . . Outputs
Output (1)
oo ©®°© i, 377 [—Eﬁamg:ll:
No connections within a layer "
Fully Connected Input and Hidden Units
Stochasic Unis Stochastic Units 1) hit-1)
A Boltzmann Machine A Restricted Boltzmann Machine :lﬂp:lllls
[Rosenblatt,1958]

“THopfield,1982]  Hinton,1986]
1986

eBoltzmann, Restricted
Boltzmann (RBM)

[Elman,1990]
1990
eRecurrent Neural (RNN)

1954

oF-Forward (FFNN) eRadial Bas. Func,

Autoencoder (AE)

[Hochreiter,1997]

1997

eLong/Short Term
Mem (LSTM), BiRNN

1998

eConv. Neural Network
(CNN)

eDeconvolutional
Network (DN)

eEcho State Network
(ESN)

j‘ \
Ex [Jaeger, 2004] (LeCum, 1999]

I: red flower
O: red flower image

2014

eGenerartive adversarial
net(GAN, GRU, NTM

[Hayes, 2013]
2013

2015

eDeep Residual Net
(DRN), DCIGN,

2015

eDeep Convol. Inverse
graphics Net (DCIGN)

eMarkov Chain (MC),
VAE, ELM

iz + Tochirg ) i i

: “ oLy l’ o
" e e o Kulkarni, 2015] .z = ‘ﬁz%?ww
iR e FY g mee | ST
ﬁr’iﬂihﬁm l“ﬂa) f‘(‘dﬂm hisdsy 1Y e kAt g He, 20 1 5 o B ,
x=lv In Bs Oy Dy [Goodfe”ow, 20 ]_5] [ ] N o
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Brain Features

e Ten billion (10'°) neurons

« Neuron switching time >103secs

« On average, each neuron has several thousand connections

» Hundreds of operations per second

« Face Recognition ~0.1secs

« High degree of parallel computation, Distributed
representations

« Each neuron is connected to the others through 10000 synapses

It can learn, reorganize itself

December 19, 2016 benab@u-aizu.ac.jp 36



Computer Vs. Brain

« Computer « Brain
— Calculation — Pattern Recognition
— Precision — Noise Tolerance

— Logic — Complexity

Thalamus
Corpus callosum

Hypothalamus

Hippocampus Cerebral cortex

Pituitary gland

Spinal cord
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Computer Vs. Brain

cpu/_;\
/ . Register file
y L

A e B ......... RS VObBUs LT
: - : : NP

Graphics
adapter

© usB
controller | -

MorIsg KgytIoar:d Distla? : hello exécutable
: ! “hello, world\n” ! E stored an disk 1

: Stored-program ........

- High Power

- Storage and computation
are separated

- Poor at recognition

Myelin Sheaths 77

i

Storage

Synapse Neuro-inspired

- Low Power

- Storage and computation

are not separated
- Good at recognition

December 19, 2016 benab@u-aizu.ac.jp
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euron Organization & Modelling

Dendrites

Fixed input xg =+ 1
f(x) Firing 0 Wi = b (bias)
1 —
Inputs A
X | We |ght5 X Acli\'a_u'on
\\"Vl 0 | 9 Function
b &3 Output
« P —> 4y
X, W, Output

Summing
> f(X) Y » Junction l
Wh p O
Input Synaptic Threshold
= , . ), — ignal Weight
X, / Y f E XI'. VI/I 9 signals eights

iEn
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uro-inspired Adaptive SoC based on
Scalable Packet SWltched NoC

To next : : . :
b 7'}, neuron : : ; : : :
/ i :
D i :
' .
V-
-4 ; ] . .
N > p ] : : ! : : ’
R g : . 1 : . :
b . : ; : . .
(- . 1 :
o : ! .
Dir of ﬂl . 1 .
. : .
. : ! . .
: : : i : : :
. : : ! . . :
0 D
!
:

M
M

Ja||01u0)

Structure of one PE M1m1ck1ng the bio-neuron
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uro-inspired Adaptive SoC based on
Scalable Packet Switched NoC

T

M

Q
]
A -5
X

S

S g2

=

o 0

= o

2 B
o
-]

Structure of one PE Processing Stages in one PE
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uro-inspired Adaptive SoC based on

Scalable Packet Switched NoC

flit 1

flit 2

Neuro-Packet

flit 3 flit 4 flit5 flit 6 flit 7 flit 8 flit 9
H|l P |P|lP|P|P|P|P|P
O1 O2 O3 Oa Os Os O~ Os




uro-inspired Adaptive SoC based on
Scalable Packet Switched NoC

FF-ANN NoC with 8L/8N
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uro-inspired Adaptive SoC based on
Scalable Packet Switched NoC

Pattern Recognition
(5-7-3-7-5 neurons Wapping)

NPCA Image Processing
(4-10-1-10-4 neurons Mapping)
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Adaptive Architectures and System

Our aim is o investigate innovative adaptive and self-organizing architecture and systems for embedded and mission critical applications in harsh
environment with high radiation (i.e. space missions)

ronments, such as an

Welcome &

The Adaptive Systems Laboratory (ASL) is affiliated with the Division of Computer Engineering, School of Computer Science and Engineering, the University of Aizu. ASL
members include 2 Faculty members, 3 Doctor, 3 M.S and 13 B.S students. ASL has for mission to develop research on adaptive computing system technologies. In particular, we
develop adaptive systems for incremental learning and adaptation in dynamic and harsh environments ...read more.
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@ Oct 8-9, 2016: Open Campus (Autumn session)

@ Schedule for Matters regarding Graduation Thesis

@ August 10, 2016: Schedule for Pri ion Meetings of Research Plan/Progress Seminar in the 2nd quarter, AY2016.

June 27-29, 2016: 2nd year Doctor candidate Khanh N. Dang presented part of his research work at the IEEE Int. Conf. on Integrated Circuit Design and Technology
(ICICDT 20186), Jun. 27-29, 2016.
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Thank you!

Abderazek Ben Abdallah
benab@u-aizu.ac.jp

to Advance Knowledge for Humanity
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